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Here we begin to look at the qualitative properties of nonlinear ODEs. The most important result
here is the Hartman-Grobman theorem which tells us that the dynamics near a hyperbolic equilibrium is
topologically equivalent (and in fact conjugate) to its linearisation (which we can fully understand as it
is a linear system). The technical terms mentioned here will be defined as we go along.

1 Preliminaries

e Let X be a manifold'. We can think of X as
a smooth n-dimensional surface in R¥, for some
k > n (often X =R").

o Let f: X — X. Our interest here is in the be-
haviour of solutions to

% = f(x). (1.1)

e Previously we may have written the solution to
(1.1), for a given initial condition x(0) = xq, as
x(t;xp), or just x(t), where ¢ takes values in some
allowed range. From now on we will write this
solution as, say, ¢¢(xq), where, in particular, the
introduction of a new symbol (here ¢) helps re-
move a possible cause for confusion.

e Also, to simplify notation and to help us think
more abstractly, we will usually write x instead
of X0-

e For all x € X we have

vo(x) = x, (1.2)
because the solution satisfies the initial condi-
tion. Also, for any times s and ¢ we have

Pt(ps(x)) = Psti(x), (1.3)
because if we solve (1.1) from x for a time s, then
an additional time t, the point at which we end

up at must be the same as what we would get by
solving (1.1) from x for a time s + t.

Definition 1.1.
The forward orbit of x is

Iy = {eux) | t >0}
The backward orbit of x is

Iy ={eu(x) [ £ <0}
The orbit of x is

I =T, UT}.

Definition 1.2. Let A C X. For any t, write

pi(A) = {pi(x) | x € A}.
- A is a forward invariant set of (1.1) if pr(A) C A
for all £ > 0.

A is a backward invariant setof (1.1) if s(A) C A
for all £ < 0.

- A is an invariant set of (1.1) if p;(A) C A for all
t.

2 Linearisation

First let us clarify how we describe the error
terms of an asymptotic expansion (e.g. a Tay-
lor expansion) of a function g(x) about a point

X.

Definition 2.1. Let g : R" — R".

- The function g is said to be O((x —x)¥) as

x — % (or O(k) for short) if lim sup,_, 4 gl

[[Ge=2)*]
is finite (this is “big-O notation”).

i.e. a topological space that resembles R™, for some n, near any point on X.



- The function g is said to be o((x — X)*) asx — x
(or o(k) for short) if limy_,x H('lffi’;))‘]‘c = 0 (this

is “little-o notation”).

Example 2.1. About & = 0, the function g(z) =
723+8z% is O(3) (third order in x). It would also be
correct (although perhaps not terribly helpful) to
say that g(z) is O(k) for any k£ < 3. Furthermore,
g(x) is o(k) for any k < 3.

o Let x* € X be an equilibrium of (1.1) (i.e.
f(x*) = 0). Consider a Taylor expansion of f
centred at x*. If f is C' we can write

f(x) = Df(x")(x —x%) + o(1),

while if f is C? we can write

f(x) = Df(x")(x —x") + O(2).

Note, Df(x*) is the Jacobian of f evaluated at

x*.

Definition 2.2. The linearisation of (1.1) about
an equilibrium x* is the ODE

x=Df(x")(x —x"). (2.1)

e Equation (2.1) is linear and so we can understand
the behaviour of its orbits completely. Indeed un-
der the change of variables y = x—x*, (2.1) takes
the familiar form y = Ay where A = D f(x*).

e The idea is that near x* orbits of (1.1) behave
similarly to orbits of (2.1). The accuracy and
usefulness of (2.1) as an approximation to (1.1)
near x* will begin to be addressed in §4.

Definition 2.3. If D f(x*) has no eigenvalues with
zero real part, then x* is said to be hyperbolic.

Definition 2.4. Let x* be a hyperbolic equilibrium
of (1.1).

- If all eigenvalues of D f(x*) have negative real
part, then x* is said to be a sink.

- If all eigenvalues of D f(x*) have positive real
part, then x* is said to be a source.

- Otherwise x* is said to be a saddle.

2z = rcos(), y = rsin(f)

Exercise 2.1. Classify each equilibrium of

i:::c2fy2,
) =+ 2y + 3,

as either a sink, a source, a saddle, or non-
hyperbolic.

3 Stability
o We write
Biz)={xeX||x—zl<r},  (31)

to denote the open ball centred at a point z with
radius r > 0.

Definition 3.1. An equilibrium x* of (1.1) is said
to be attracting if there exists 9 > 0 such that
w(x) = x* for all x € Bs(x*).

Exercise 3.1. Consider the two-dimensional sys-
tem given in polar coordinates? by

r=r(l-—r),

0 = sin? <9> .
2

i) Identify the two equilibria of (3.2).

(3.2)

ii) Sketch a phase portrait of (3.2) (i.e. draw a
representative collection of orbits of (3.2) in
the (x,y)-plane).

iii) Argue that one of the equilibria is attracting.
Notice, however, that there exist points arbi-
trarily close to this equilibrium whose forward
orbits travel far from the equilibrium (before
eventually limiting to it asymptotically). For
this reason this equilibrium is not what we
wish to think of as a ‘stable’ equilibrium.

Definition 3.2. An equilibrium x* of (1.1) is said
to be Lyapunov® stable if for all ¢ > 0 there ex-
ists 6 > 0 such that for all x € Bs(x*) we have
(%) € B:(x*) for all ¢ > 0.

e Roughly speaking an equilibrium is Lyapunov
stable if forward orbits that start near x* stay
near x*.

% Aleksandr Lyapunov (1857-1918) was a Russian mathematician who made many important contributions to the theory

of dynamical systems that we will encounter.



Definition 3.3. An equilibrium x* of (1.1) is said
to be asymptotically stable if it is attracting and
Lyapunov stable.

Theorem 3.1. If x* is a sink, then xX* is asymp-
totically stable.

e A proof of Theorem 3.1 is given in [1] (pages 121—
122). The proof uses variation of parameters and
Gronwall’s inequality.

Exercise 3.2. Show that & = —z3 provides a coun-
terexample to the converse of Theorem 3.1.

e The asymptotic stability of equilibria of (1.1) is
one of the most useful and important things we
can say about the ODE system. Theorem 3.1
tells us that the asymptotically stability of an
equilibrium x* can be demonstrated by showing
that all eigenvalues of D f(x*) have negative real
part. However, this requires that f is at least
C! at x*. The next theorem provides a way of
demonstrating asymptotically stability when f is
only continuous.

Definition 3.4. Suppose f is continuous and x*
is an equilibrium of (1.1). A continuous function
L : X — R is said to be a Lyapunov function for
x* if there exists § > 0 such that

Theorem 3.2. If there exists a Lyapunov function
for x*, then x* is asymptotically stable.

e For a proof of Theorem 3.2 see [1], pages 123—
124.

Exercise 3.3. For & = —z3, find a Lyapunov func-
tion for the equilibrium 0.

e Finally we generalise the notion of stability to
arbitrary invariant sets.

Yie. [|x — z|| < & for some z € A.
Pie. infyen @i (x) — 2| — 0 as t — co.

Definition 3.5. An invariant set A of (1.1) is said
to be Lyapunov stable if for all € > 0 there exists
§ > 0 such that for all x within 6 of A%, we have
that ¢(x) is within € of A for all ¢ > 0.

Definition 3.6. An invariant set A of (1.1) is said
to be asymptotically stable if it is Lyapunov stable
and there exists § > 0 such that for all x within ¢
of A, we have ¢;(x) — A as t — 00°.

4 Topological equivalence

e Let f: X > Xandg:)Y — ). Let ¢(x) and
P (y), respectively, denote the solutions to

x = f(x), (4.1)
y =9(y) (4.2

e Here we introduce several ways, some stronger
than others, by which we mean to say that the
dynamics of (4.1) and (4.2) are the ‘same’.

Definition 4.1. We say that (4.1) and (4.2) are
conjugate if there exists a homeomorphism® A :
X — ) such that

h(pi(x)) = i (h(x)), (4.3)
for all x € X and all t € R.
Exercise 4.1. Use h(r) = 23 to show that & = —x

and y = —3y are conjugate.

e Let x € X and consider its orbit I'x under (4.1).
Let y = h(x), then

h(T'x) = {h(pe(x)) [ t € R}
={vu(y) [t € R},

is the orbit of y for (4.2). Therefore under h
every orbit of (4.1) maps to an orbit of (4.2).

e In particular, every equilibrium of (4.1) corre-
sponds to an equilibrium of (4.2). Also every
periodic orbit of (4.1) of period T' corresponds
to a periodic orbit of (4.2) of period 7'

e Conjugate ODEs have the same ‘temporal pa-
rameterisation’. This is quite restrictive and the
next definition, which involves a weaker condi-
tion, is typically more useful.

A homeomorphism is a function that is one-to-one, onto, continuous, and has a continuous inverse.



Definition 4.2. We say that (4.1) and (4.2) are
topologically equivalent if there exists a homeomor-
phism h : X — Y and a continuous function
7: X xR — R, that is increasing in ¢, such that

h(QOT(x,t) (X)) = wt(h(x))u
for all x € X and all t € R.

(4.4)

e Topologically equivalent ODEs exhibit the same
orbit structure and direction of time.

e Sometimes we desire a stronger notion of equiv-
alence than topological equivalence if we want
differential properties of (4.1) and (4.2) to be
preserved.

Definition 4.3. We say that (4.1) and (4.2) are
diffeomorphic if there exists a diffeomorphism” b :
X — Y such that (4.3) is satisfied for all x € X
and all t € R.

Definition 4.4. We say that (4.1) and (4.2) are
smoothly equivalent if there exists a diffeomorphism
h:X — Y and a C! function 7 : X x R — R, that
is increasing in ¢, such that (4.4) is satisfied for all
x € X and all t € R.

Theorem 4.1. Let f(x) = Ax and g(y) = By.
Then (4.1) and (4.2) are diffeomorphic if and only
if A and B are similar.

Proof. First, suppose A and B are similar. Then
PA = BP, for some nonsingular matrix P. Let
h(x) = Px (a diffeomorphism). Then

h(i(x)) = Pei(x)
= Petx
=P px
= Yi(h(x)).
Hence (4.1) and (4.2) are diffeomorphic.

Conversely, suppose (4.1) and (4.2) are diffeo-
morphic. Then (4.3) gives us

h(etAx) = 'Ph(x).

By differentiating both sides with respect to x we
obtain
Dh (etAx) e = e'BDh(x).

By putting x = 0 and letting P = Dh(0) (a non-
singular matrix) we produce

Petd = etB P,

By differentiating both sides with respect to ¢, then
substituting ¢ = 0, we obtain PA = BP, as re-
quired. O

Exercise 4.2. Here you will consider the equiv-
alence of (4.1) and (4.2) with f(x) = Ax and
g9(y) = By, where

A0 A«
Sl (I (O
Assume A # 0 (so that O is hyperbolic) and

a # 0 (so that the eigenspace of B is only one-
dimensional).

(4.5)

i) Use Theorem 4.1 to show that (4.1) and (4.2)
are not diffeomorphic.

Define h : R? — R? by

b, ) = [ *fasln Ile]7

where we take the value of xoln|zs| at zo = 0 to
be 0.

ii) Show that h is a homeomorphism (HINT: con-
struct A~!) but not a diffeomorphism.

iii) Use h to show that (4.1) and (4.2) are conju-
gate (this is also a consequence of the follow-
ing theorem).

Theorem 4.2. Let f(x) = Ax and g(y) = By.
Suppose that 0 is a hyperbolic equilibrium of both
(4.1) and (4.2). Let na and np be the number of
eigenvalues (counting algebraic multiplicity) of A
and B, respectively, that have negative real part.
Then (4.1) and (4.2) are conjugate if and only if
nagAa=ng.

e The proof of Theorem 4.2 requires quite a lot of
work and so we will skip it, see [1, 2].

e We now come to the most important result of

this section. A proof (quite involved) is given in
[2]°.

"A diffeomorphism is a function that is one-to-one, onto, C'!, and has a C'* inverse.
8This result was first proved, independently, by Russian mathematician D.M. Grobman in 1959 and American mathe-
matician Philip Hartman (1915-2015) in 1960 (not to be confused with Phil Hartman who does the voice for Troy McClure).



Theorem 4.3 (Hartman-Grobman). Let f : X —
X be C! and let x* be a hyperbolic equilibrium
of (4.1). Then there exists a neighbourhood of x*

within which (4.1) is conjugate to its linearisation
(2.1).

e The change of variables y = h(x) given by
the conjugacy of the Hartman-Grobman theo-
rem may not be C'. It is C! if the eigenval-
ues of D f(x*) satisfy a surprisingly complicated
non-resonance condition as given by Sternberg’s
linearisation theorem®. Here is a simple two-

dimensional version of this theorem, see [4, 5].

Theorem 4.4. Suppose f : R? — R? is C™ with
f(0) =0 and

Df(0) = [3 fj],

where A\,o € R. If pA+ qo # 0 for every p,q > —1
with p + q¢ > 1, then there exists a C*° change
of wvariables under which (1.1) is transformed to
% = Df(0)x in a neighbourhood of 0.

e The necessity of the non-resonant condition can
be seen by explicitly computing the change of
variables through a two-dimensional Taylor ex-
pansion.

5 Attractors

Definition 5.1. A point z € X is a limit point of
a continuous function ¢ : R — X if there exists
an increasing!® sequence {t}3° |, with ¢, — oo as
k — oo, such that ¢(tx) — z as k — oo.

Definition 5.2. Let x € X and consider the for-
ward orbit I'} of x under (1.1). The collection of
all limit points of '} is called the w-limit set of x,
denoted w(x).

Lemma 5.1. w(x) is closed'!.

Proof. Choose any z = w(x) (the closure of w(x)).
Then there exists a sequence {z,}5°; in w(x) such

that z, — z as n — oo. For each n, there ex-
ists an increasing sequence of times {t,, ,}2 ,, with
tn) — 00 as k — oo, such that ¢y, , (x) — z, as
k — oo.

For each n we can find k,, such that

1
[t () 2] < -

We can also choose the k,, such that {t, ;,}>>; is
an increasing sequence with ¢, > n for each n.
Then ¢y, , (x) — z and t,}, — 00 as n — oo.
Thus z € w(x), and hence w(x) is closed. O

Lemma 5.2. w(x) is an invariant of (1.1).

Proof. Choose any z € w(x). Then there exists
an increasing sequence {t;}7°,, with ¢, — oo as
k — oo, such that ¢, (x) — z as k — oo.

Choose any t € R. Then {t; +t}72, is an in-
creasing sequence tending to oo and ¢y, 14+(x) =
o (21,()) — g1(2) a5 k — o0 Thus py(z) € w(x),
and so w(x) is an invariant of (1.1). O

e For a proof of the next result see [1].

Lemma 5.3. If '} is contained in a compact set,
then w(x) is non-empty, compact, and connected"?.

Exercise 5.1. A point z € X is said to be non-
wandering if for all e > 0 and all ¢t € R, there exists
s >t such that ¢4(B:(z)) N B:(z) # 2.

Show that every z € w(x) is non-wandering.

Exercise 5.2. A set 2 C X is said to be minimal if
it is closed, non-empty, invariant under (1.1), and
does not contain any such set as a proper subset.

Show that a compact set 2 is minimal if and
only if Q = w(x) for some x € Q.

Theorem 5.4 (Poincaré-Bendixson). Suppose X
is a simply connected subset'®> of R?. Let x € X
and suppose w(x) is contained in a compact set. If
w(x) contains no equilibria, then it is a periodic
orbit.

e The importance of the Poincaré-Bendixson the-
orem is that it tells us that chaos (which we will
come to soon) requires a phase space of at least
three dimensions.

9This theorem was first obtained in a general form in [3] by American mathematician Shlomo Sternberg (1936-).

1Oi.e.t1<t2<---.

A set is closed if and only if it contains all its limit points. Take care to note that the limit points of a set are different

to the limit points of a function of ¢ (Definition 5.1).

12A set Q C X is connected if it not contained within the disjoint union of two or more non-empty open subsets of X
13Simply connectedness is a strong form of connectedness basically meaning that the set has no holes (just Google it).



e The proof of the Poincaré-Bendixson theorem re-
quires a series of topological arguments that we
will skip, see [1] pages 220-222.

Exercise 5.3. Describe an instance of w(x) that
satisfies the conditions of Theorem 5.4 and is nei-
ther an equilibrium nor a periodic orbit. HINT:
by Theorem 5.4, w(x) must contain an equilibrium
(but not be an equilibrium).

Definition 5.3. A compact set 2 C X is said to
be a trapping region for (1.1) if () C int(Q)™
for all ¢t > 0.

e Roughly speaking, € is a trapping region if f(x)
points ‘inwards’ for every x on the boundary of
Q. For this reason trapping regions are often
quite easy to identify.

Definition 5.4. A set A C X is said to be an at-
tracting set of (1.1) if there exists a trapping region
Q) such that

A= m¢t(9)~ (5.1)

t>0
Theorem 5.5. Attracting sets are invariant.

Proof. Let A be an attracting set of (1.1) and let
Q be a trapping region so that (5.1) holds. Choose
any x € A and any s € R (it remains for us to show
that ps(x) € A).

Observe ¢y(x) € € for all ¢t < 0 (because x € A
and by (5.1)). Also ¢:(x) € Q for all t > 0 because
Q is forward invariant. By substituting ¢t = £ + s
we have that ¢z, (x) € Q for all £ > 0 (actually
for all £ € R but this is not needed). That is
oi(ps(x)) € Q for all £ > 0, hence ps(x) € A by
(5.1). O
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